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Abstract 

 
Communication gaps between physicians and patients in the healthcare sector 

usually result in misunderstandings, postponed treatment, and inefficient health record 

management. Two of the significant reasons for this are illegibly written prescriptions 

and the absence of a centralized database of health histories. Medi Fusion is an AI- 

powered solution that uses advanced technologies like Optical Character Recognition 

(OCR) and Natural Language Processing (NLP) to transform less integrated doctor- 

patient information and easier-to-read prescriptions. 

The system successfully converts handwritten prescriptions into machine-readable 

and understandable form, thus enabling patients to read their diagnoses, medication, 

and follow up treatments in clear language. In addition, Medi Fusion assigns special 

digital identifiers to healthcare providers and patients, enabling the safe and orderly 

storage of medical records. The records can be obtained at any time with the use of the 

specific codes, and health care workers can access a patient’s medical record instantly 

regardless of their location in the globe. 

So, Medi Fusion enables one to comprehend all that complicated medical terminol- 

ogy, which is a big help for patients in making smart choices for their well-being. In 

addition, with AI being incorporated, it can analyze data efficiently, recognize early 

signs of complications, and help avoid prescription mistakes. 
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2 Introduction 
 

Effective medical treatment is ultimately founded on the effective exchange of information 

between patients and physicians. Having complete, accurate, and legible medical records is 

essential to timely diagnosis, informed decision-making, and effective treatment planning. In 

the present health system, however, obstacles such as illegible handwriting on prescriptions, 

fragmentation of documentation, and the absence of a centralized data storage system disrupt 

the communication process, with the frequent result that patients become confused, suffer 

medication-related errors, and undergo unnecessary diagnostic tests. 

Traditional prescription formats, particularly handwritten ones, are extremely difficult for 

patients to read. This has a tendency to lead to misunderstanding of drug dosage, frequency, 

or use. Furthermore, patients who seek opinion from multiple health practitioners have a 

tendency to find it challenging to compile and communicate a consistent health history, which 

can lead to inadequate continuity of care. The absence of computer integration between 

various clinics and hospitals works to further aggravate the scenario, with each practitioner 

remaining unaware of the patient’s previous therapies or current conditions. 

Medi Fusion is a healthcare computer system that is designed to tackle these looming 

problems by rendering medical information not just digital but also meaningful and 

usable. It uses Optical Character Recognition (OCR) to interpret handwritten prescriptions 

and Natural Language Processing (NLP) to decipher and categorize medical terminology, 

diagnoses, medication, and dosage. These extracted insights are then stored in a secure 

database that links doctors and patients using unique identification codes. This allows any 

authorized medical professional to instantly access a patient’s treatment history, regardless 

of the healthcare institution. 
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Moreover, the system is significant in promoting patient health literacy by simplifying 

intricate medical terminology into more understandable terms. This improvement leads to 

greater patient engagement, facilitates self-management, and builds confidence in the health 

care process. 
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3 Literature Survey 
 

The integration of artificial intelligence in healthcare systems has advanced considerably 

in the last several years with the vision to streamline clinical workflows, improve diagnostic 

precision, and promote patient engagement. Most existing health record platforms, including 

Practo, Microsoft HealthVault,  and Apple Health,  are designed mainly for the storage  

of electronic health records (EHR) and do not possess extensive AI-based analytical or 

interpretative functions. Such systems tend to lack interoperability across various healthcare 

providers, hence reducing their capacity to offer an integrated medical summary, particularly 

if patients receive consultation from several physicians or centers. 

Besides, none of these popular systems effectively address the issue of deciphering 

handwritten prescriptions, one of the significant communication gaps between doctors and 

patients. They all rely on the manual method of entry of medical information and fail to 

utilize OCR or NLP for intelligent processing and extraction of data. This limitation bars 

real-time recognition and computerization of clinical notes or prescriptions. 

Recent research in artificial intelligence and machine learning has yielded promising 

results in this field. Tesseract OCR, for example, an open-source text engine by Google, 

has been trained successfully to identify handwritten as well as printed characters in various 

scripts. Originally designed for general purposes, recent modifications have enabled it  

to process complicated layouts and noisy backgrounds commonly encountered in medical 

prescriptions. 
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Within the language comprehension arena, NLP models such as BERT (Bidirectional 

Encoder Representations from Transformers) and its healthcare versions, e.g., BioBERT and 

ClinicalBERT, have demonstrated robust capability in extracting meaningful information 

from unstructured clinical text. The models possess the capability to annotate medical 

entities such as drug names, diseases, and dosages with high accuracy. More advanced 

systems are utilizing Large Language Models (LLMs) to read entire clinical narratives and 

summarize them into simple patient-friendly versions, closing the comprehension gap. 

Several academic publications have advocated the application of artificial intelligence 

for tasks like prescription digitization, question answering in medicine, and health 

summarization. One of the studies in the Journal of Biomedical Informatics studied the 

application of transformer-based models to identify medical concepts and concluded that 

these models could produce over 90% accuracy in extracting actionable information from 

prescriptions. 

3 

 
 

4 Algorithms 
 

The fundamental operation of Medi Fusion is powered by an advanced pipeline that employs a 

combination of artificial intelligence approaches and backend logic for digitizing, interpreting, 

and structuring handwritten medical prescriptions. Medi Fusion employs Optical Character 

Recognition (OCR) and Natural Language Processing (NLP) for automatic identification 

and interpretation of text, along with a secure unique ID mapping method and relational 

database structuring to enable effective maintenance and retrieval of medical records. 

To begin with, open-source optical character recognition engine Tesseract OCR is 

employed in extracting textual information from handwritten medical prescriptions. The 

process efficiency is augmented by preprocessing techniques of grayscale conversion, noise 

removal, adaptive thresholding (binarization), and skew correction using OpenCV, all 
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of which contribute immensely to enhancing text quality and model recognition rates. 

Character segmentation is employed to isolate words or single characters even where there is 

little variation in handwriting, thereby facilitating accurate recognition. The output of the 

OCR is raw digital text that includes medical abbreviations, dosage units, and handwritten 

symbols. 

The text is subsequently run through natural language processing (NLP) algorithms to 

obtain structured and meaningful information. Tokenization and lemmatization are part 

of the procedure to split the text into tokens and their base or root words. This is then 

followed by Named Entity Recognition (NER) with pre-trained models such as BioBERT and 

ClinicalBERT, which are particularly trained for biomedical data. These models identify and 

annotate key medical entities such as drug names, frequencies, symptoms, and instructions. 

Additionally, contextual categorization using transformer-based models like BERT facilitates 

the segmentation of text into medical contexts such as diagnosis, treatment plan, and follow- 

up advice. Medical language simplification is one of the most important features of Medi 

Fusion, where technical terms are translated into patients’ comprehensible phrases using 

synonym mapping, rule-based rewriting, and sentence simplification. 

In order to enable seamless record tracking and secure storage, the Unique Code Mapping 

Algorithm is created. Each patient and doctor is assigned a unique identifier based on SHA- 

256 encryption or UUID-based logic, thereby enabling data privacy, traceability, and data 

interoperability among healthcare systems. 

4 

The unique codes are utilized for indexing and fetching patient records across different 

sessions and institutions. 

The processed data is stored by a Database Structuring Algorithm in a relational 

schema.  The system supports a hierarchical mapping structure such as: Patient → Visits 

→ Prescriptions → Medications, enabling intuitive organization of the data. All the records 

are timestamped to enable chronological tracking of treatments.  The database supports 
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SQL-based querying for fast and dynamic extraction of data based on attributes like date, 

prescription ID, or medication name. 

For reliability assurance, the system incorporates Error Handling and Validation. OCR 

confidence scores are used to pick out low-confidence output, which is marked for manual 

review or correction. There is a feedback loop for both doctors and patients where they can 

confirm and rectify extracted information. The feedback is accumulated and used to retrain 

the AI models periodically to make the system more accurate over a duration of time. 

Through its algorithmic nucleus, Medi Fusion not only guarantees digitization of complex 

handwritten prescriptions but also facilitates intelligent structuring, privacy-maintaining 

storage, and insightful interpretation. The translation converts the conventional process 

of medical prescription writing into an AI-supported healthcare communication platform. 

Figure 1: 
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5 Data Collection 
 

The performance of the Medi Fusion system is significantly impacted by the quality, diversity, 

and ethically sourced data that is leveraged to train, test, and validate its Optical Character 

Recognition (OCR) and Natural Language Processing (NLP) modules. Data acquisition 

strategy revolved around three major categories: synthetic handwritten prescriptions, 

medical content sources, and simulated user account profiles. A comprehensive prescription 

set was created by the integration of synthetic prescriptions, open-source databases, and 

anonymized real-world source contributions. Artificial samples were generated by healthcare 

staff under varying conditions to represent diverse handwriting styles. Databases like  

the IAM Handwriting Database and MedData assisted in evaluating the generalization 

capacity of the OCR model. Pharmacies and clinics contributed voluntary samples with due 

anonymization and consent, hence constituting a comprehensive collection encompassing 

data like patient names, physician identities, diagnoses, medications prescribed, dosages, 

and other notes. All the prescriptions were diligently annotated to give proper supervised 

learning ground truth. As part of the natural language processing, the training datasets 

consisted of standard medical dictionaries like UMLS, RxNorm, and WHO Drug Dictionary, 

for proper term identification. Transformer-based models like BioBERT and ClinicalBERT 

were fine-tuned with medical domain specific corpora for better classification and entity 

recognition. A simplification parallel corpus was utilized to translate technical medical 

terminology into simple language, making it more patient friendly. Dummy user profiles for 

real patient and doctor data, including names, demographics, and identifiers, were developed 

to facilitate the ID mapping system. This enabled the establishment of robust linking and 

retrieval mechanisms. All actual-world datasets were anonymized thoroughly, removing 

personally identifiable information (PII) and strictly adhering to data privacy laws such 

as the Health Insurance Portability and Accountability Act (HIPAA). Ethical standards 

were strictly followed, and simulated or sanctioned datasets alone were utilized when testing 
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prototypes to ensure integrity and preserve individual privacy. 

6 Dataset Annotation: 
 

In order to realize high model accuracy, interpretability, and performance overall, the dataset 

used in the Medi Fusion project was carefully and thoroughly annotated. Annotation  

was a critical process in training the OCR and NLP modules to detect, extract, and 

structure medical information from handwritten prescriptions correctly, a process that is 

otherwise prone to variation and uncertainty. Annotation was divided into different phases, 

starting with the annotation of prescription images. Every image underwent a rigorous 

labeling process through software programs such as LabelImg and VGG Image Annotator, 

where bounding boxes were meticulously drawn around every region that contained text, 

including medicine names, patient details, and instructions.  These were then mapped  

to their equivalent digital text transcriptions to enable better supervised learning for 

OCR applications. Additionally, special tags were utilized to highlight areas of illegible 

handwriting, blurred images, and overlapping text, thereby enabling the model to recognize 

areas where confidence thresholds or human inspection may be required. 

In the NLP module, annotation was carried out with the same rigor. The extracted 

raw text was annotated for entity tagging and classification. Named Entity Recognition 

(NER) was performed with a medical schema to identify and label key entities precisely, such 

as DRUG_NAME, DOSAGE, FREQUENCY, DIAGNOSIS, SYMPTOM, and INSTRUC- 

TION. Different annotation tools like spaCy, Prodigy, and Brat were used to achieve  this. 

They were then further classified under context 

specific categories such as drug information, diagnosis statements, precautionary 

warnings, or follow-up instructions. Simplification was also performed to make the content 

more accessible to people without medical training, which involved pairing up complicated 

medical terminology with more comprehensible counterparts. This allowed the model to 
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be able to translate prescriptions or medical records into more comprehensible versions 

afterwards, thereby bridging the gap between clinical jargon and patient understanding. 

For ensuring annotation quality, a robust validation process was formulated. All the 

entries in the data were cross-verified by two independent annotators. Differences that 

occurred were resolved either by mutual agreement or brought forth to a domain expert, 

such as a medical practitioner. Subsequently, the data was divided into three sets—training 

(70%), validation (15%), and test (15%)—for balanced exposure in model development. 

7 

In addition, an active learning feedback loop was established within the application 

interface that allowed physicians and patients to provide corrections or mark inaccuracies. 

These user-provided corrections were recorded, analyzed, and used periodically to update 

the dataset, thus allowing continuous learning and updating of the model. This multi- 

layered, iterative annotation scheme ensured that the AI models not only achieved meaningful 

technical performance but also remained strongly connected to real-world clinical and user 

requirements. 

 
7 Training And Testing the Model 

 
The basic operation of Medi Fusion relies upon two main AI components—Optical Character 

Recognition (OCR) and Natural Language Processing (NLP). Both of these have been 

trained and tested on extremely annotated datasets with the aim to proper conversion  

of handwritten prescriptions to useful, organized digital records. The OCR functionality, 

deployed utilizing the Tesseract OCR engine, was also implemented using a private dataset 

comprising handwritten medical prescriptions. The images were preprocessed into grayscale 

and binarized, and each was linked to manually labeled bounding boxes and text labels. 

The LSTM-based architecture of Tesseract was retrained to recognize multiple medical 

handwriting styles, and its performance was evaluated using common evaluation metrics like 
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Accuracy, Character Error Rate (CER), and Word Error Rate (WER). The NLP component 

played a key role in the interpretation of the recognized text by the OCR system. 

Fine-tuned transformer models such as BioBERT and ClinicalBERT were employed to 

identify named entities such as drug names, dosage, frequency, symptoms, and instructions. 

These models were trained on text corpora annotated from the prescriptions, with token-level 

annotation for the Named Entity Recognition (NER) task. Text simplification models were 

also employed to simplify complex medical sentences into readable language, making it easier 

to understand for patients. NLP performance was evaluated in terms of F1-score, Precision, 

and Recall for NER, while BLEU scores were employed to evaluate the effectiveness of text 

simplification. The dataset was split into 70% training, 15% validation, and 15% testing. 

K-fold cross-validation with k=5 was employed to confirm the validity and robustness of 

the models. Error analysis was conducted by inspecting misclassified objects and characters 

that were identified in error, enabling targeted model training adjustments. Performance 

was encouraging: the OCR module offered 92% character-level accuracy on unseen scripts, 

the NER module achieved an F1-score of 89% 

8 

in medication extractions, and the text simplification model achieved an average BLEU 

score of 82%, indicative of excellent capacity to make medical instructions understandable 

by common people. 

 
8 Results and Discussion 

 
Medi Fusion AI-based system demonstrated promise in terms of accuracy, efficiency, and end- 

user satisfaction. The OCR module effectively extracted handwritten data, and the NLP 

module effectively identified and simplified medical data. Patient history retrieval through 

Unique ID worked seamlessly across devices. Here is the tabulated performance summary: 

The bar chart is employed to graphically depict each component’s performance, and 
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Figure 2: 

 
OCR Accuracy leads the way at 92%, showing the system’s high ability for recognizing 

handwritten medical content using the Tesseract OCR engine.  The NER F1-Score is  

close behind at 89%, showing the system’s precise extraction of important medical entities 

such as drug names, dosage, and instructions. Text Simplification boasts an 82% BLEU 

Score, indicating that the model is effective in converting complex medical terminologies 

into simpler, patient-centered languages to enhance comprehension. The Overall System 

Accuracy of 85% attests to the synergistic fusion of OCR and NLP modules with robust 

and stable performance on various prescriptions. The superior OCR performance suggests 

that effective preprocessing techniques like grayscale conversion, skew correction, and noise 

filtering contributed significantly towards the recognition of handwriting of various styles. 

The NER model, fine-tuned with the best transformer-based models like BioBERT and 

ClinicalBERT, was effective for domain-specific entity recognition. 

9 

The text simplification module was also shown to preserve the semantic coherence of 

medical text and make it readable to normal users. A total accuracy of 85% validates the 

readiness of the system for real world deployment, offering helpful guidance to patients and 

healthcare practitioners. Future optimizations such as training the simplification module 

using multilingual medical corpora can promote performance with local prescriptions. Real- 
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time feedback cycles for OCR correction and incorporating voice-aided interpretation features 

can further increase usability and accessibility for patients who are illiterate or blind. 

 

 
Figure 3: 

 
 
 

9 Conclusion 
 

Medi Fusion presents an outstanding advancement in bridging the gap between doctors 

and patients in communication using artificial intelligence technologies such as Optical 

Character Recognition (OCR) and Natural Language Processing (NLP). Through digitizing 

handwritten prescriptions into readable and structured formats, the system enhances medical 

data accessibility and patient awareness. Utilization of individual identifiers for patients 

and doctors facilitates secure storage, retrieval, and continuity of healthcare records. After 

rigorous training and validation, the AI models were found to be extremely accurate in 

reading handwritten content and comprehending medical jargon. Not only can Medi Fusion 

improve clinical productivity, but it also enables patients with greater knowledge about 

their treatments, and it is a step in the right direction towards digitized and patient-oriented 

healthcare. 


